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Abstract
Introduction: Early adolescence represents a time of heightened vulnerability for
depression. Negative interpretation biases have been associated with increases in depressive
symptoms during this developmental period; however, the mechanisms underlying the
association between interpretation biases and depression remain poorly understood.
Cognitive theories posit that interpretation biases give rise to depression by modulating
daily affect, particularly in the context of stress. However, this has not yet been directly
examined. The present study tested affect intensity and instability as mechanisms linking
negative interpretation biases with change in adolescent depressive symptoms.
Methods: Ninety‐four adolescents (aged 11–13 years; 51% boys) from Vancouver,
Canada, were recruited for this longitudinal study. At baseline (Time 1), participants
self‐reported depressive symptoms and completed the Scrambled Sentences Task to
assess negative interpretation biases. Next, participants completed daily diaries to
assess positive affect (PA) and negative affect (NA) during a naturalistic stressor—the
first 2 weeks of high school (Time 2). Finally, participants self‐reported depressive
symptoms 3 months later (Time 3). Path models were conducted to test whether PA
and NA intensity and instability mediated prospective associations between negative
interpretation biases and depressive symptom changes.
Results: Although NA intensity, NA instability, and PA instability predicted increases
in depressive symptoms, only NA intensity mediated associations between
interpretation biases and symptom changes. Neither PA intensity nor instability
mediated these associations.
Conclusions: Elevated daily NA represents a specific mechanism through which
stronger negative interpretation biases predict increases in depressive symptoms in
adolescence.
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1 | INTRODUCTION

Depression is among the most prevalent mental health conditions in the world, affecting an estimated 280 million individuals
each year (World Health Organization, 2021). This condition is not only common but costly; a recent study estimated that
internalizing disorders cost the global economy US $1 trillion each year in lost productivity (Chisolm et al., 2016).
Underlying these costs are significant effects of depression on quality of life and overall well‐being, particularly when the
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onset occurs early in life (i.e., in adolescence; Zisook et al., 2007). This is especially concerning given that approximately one‐
quarter of individuals with depression first experience symptoms in adolescence (Solmi et al., 2021). While the early onset of
depressive symptoms has been linked to stressors common during this developmental period, only a subset of adolescents
experience changes in mental health following stress exposure (Evans et al., 2018). This underscores the importance of
identifying factors implicated in vulnerability for depression during times of stress in adolescence.

Negative interpretation bias, or the tendency to negatively interpret ambiguous information, has emerged as an important
predictor of depressive symptoms in adolescence (Everaert, Podina, et al., 2017; Platt et al., 2017). Empirical work using various
interpretation bias paradigms with different types of ambiguous stimuli (e.g., words, scenarios, faces; Orchard et al., 2016; Platt
et al., 2017; Sfärlea et al., 2020; Würtz & Sanchez‐Lopez, 2023) largely supports this hypothesized pathway. Indeed, one meta‐analysis
described a medium effect of interpretation bias on depressive symptoms (Everaert, Podina, et al., 2017). Yet, the mechanisms
underlying associations between negative interpretation biases and depression are poorly understood. Beck (1967) initially proposed
that these biases influence depressive symptoms by modulating experiences of positive and negative affect in daily life. While this
conceptualization has persisted in current cognitive models (Joormann & Quinn, 2014), researchers have not yet examined whether
interpretation biases influence daily emotions in ways that give rise to adolescent depression.

Several studies have described associations between markers of daily affect and depressive symptoms (Houben
et al., 2015). Disturbances in the average intensity of daily affect are particularly well‐established in depression. For example,
greater depressive symptoms are consistently associated with lower positive affect and greater negative affect (Barge‐
Schaapveld et al., 1999; Watson, Clark, & Carey, 1988). However, those with similar average emotions may vary in how their
affect fluctuates over time (Reitsema et al., 2022). Thus, subsequent studies have also examined more complex affective
dynamics (i.e., patterns of affective change) in relation to well‐being (Bos et al., 2019). These include affect instability, or the
degree of variability (i.e., the within‐person SD) and temporal dependency (i.e., moment‐to‐moment consistency) in affect.
This metric is often quantified as the root mean square of successive differences (rMSSD) in levels of positive and negative
affect across several timepoints (Jahng et al., 2008; Reitsema et al., 2022). Similar to affect intensity, more extreme and
inconsistent fluctuations in affect have been concurrently associated with greater depressive symptoms in adolescents and
adults (Houben et al., 2015; Thompson et al., 2012; van Roekel et al., 2016).

An intriguing possibility is that maladaptive markers of daily affect may arise from inflexible negative interpretations of
ambiguous events in daily life (i.e., negative interpretation biases). This possibility is supported by related work on emotion regulation.
Negative interpretations of ambiguity have been linked to the use of maladaptive emotion regulation strategies (e.g., brooding;
Everaert, Grahek, et al., 2017; Wilson et al., 2006), which has been shown to mediate associations between more negative
interpretation biases and greater depressive symptoms (Blanco et al., 2021; Sfärlea et al., 2021). Automatic and inflexible
interpretations may also facilitate further mood‐congruent cognitions, thereby impairing the efficacy of more adaptive strategies such
as cognitive reappraisal. Thus, interpretation biases may give rise to adolescents' depression by modulating the capacity to regulate
daily emotions, possibly resulting in more frequent or extreme fluctuations in affect (Joormann & Quinn, 2014). Initial evidence for
this proposition comes from one preliminary study in adults (Puccetti et al., 2020) where positive and negative affect instability,
though not intensity, mediated associations between negative interpretations of surprise and adults' depressive symptoms. However,
the mediating role of positive and negative affect intensity and instability in associations between interpretation biases and adolescents'
depressive symptoms remains unexplored.

To our knowledge, the present study is the first to examine whether prospective associations between negative
interpretation biases and change in adolescents' depressive symptoms are mediated by positive and negative affect intensity
and instability. Adolescents completed an interpretation bias task at baseline, followed by daily diary assessments of positive
and negative affect during a naturalistic stressor: the first 2 weeks of high school (Evans et al., 2018; Zeedyk et al., 2003).
Examining markers of daily affect during this naturalistic stressor was of particular interest, as affective responses to
environmental stressors may be especially consequential for depression (Joormann & D'Avanzato, 2010). Participants self‐
reported depressive symptoms at baseline and approximately 3 months later. In keeping with our dimensional approach and
with studies indicating that depression is best conceptualized as a continuous construct (e.g., Hankin et al., 2005; Liu, 2016),
depressive symptoms were examined along a continuum. Based on cognitive theories of depression (Beck, 1967; Joormann &
Quinn, 2014) and work on trait emotion regulation (e.g., Sfärlea et al., 2021), we hypothesized that positive and negative
affect intensity and instability would mediate prospective associations between negative interpretation biases at baseline and
changes in depressive symptoms.

2 | MATERIALS AND METHODS

2.1 | Participants

Participants were recruited as part of a larger study examining mental health risk and resilience across the transition
to high school. The sample was composed of early adolescents who were between 11 and 13 years of age at the outset
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of the study. Eligible participants were fluent in English and were to begin high school the following September.
Participants were excluded if they had a history of serious head trauma, had a current substance use disorder, or
endorsed a significant learning or psychiatric problem likely to interfere with completing the extensive laboratory
protocol (e.g., mania, psychosis). Given the aims of the larger study, participants were also excluded if they had a
medical condition or were taking medications known to affect the autonomic nervous system or neuroendocrine
system (i.e., corticosteroids, depot neuroleptics, or oral/inhaled steroids; McKay & Cidlowski, 2003; Subramaniam
et al., 2019). Participants were recruited from the Vancouver metropolitan area using online ads and flyers posted in
diverse neighborhoods, as well as by leveraging connections with community organizations. Recruitment took place
between spring 2018 and winter 2019. The final sample included 94 early adolescents from the larger study who
provided data for at least one timepoint (nt1 = 91, nt2 = 76, nt3 = 69). Participants were between 11.88 and 13.89 years
of age (M = 12.87; SD = 0.39) at baseline (additional participant characteristics presented in Table 1). This sample size
is in line with the suggested 10:1 ratio of cases (participants) to free parameters for adequately powered path models
(Kline, 2005).

2.2 | Procedure

After obtaining approval from the institutional ethics board, data were collected in a multisession procedure. At baseline
(Time 1), participants' parents provided informed consent, and adolescents were asked for their assent upon attending a
laboratory session. Participants then self‐reported current depressive symptoms and completed interviews (described
elsewhere; Jopling et al., 2021) to determine eligibility for the broader study. Given that cognitive biases can remain latent
before being triggered by a negative mood state (Teasdale, 1988), participants next watched a randomly assigned 6‐min
negative movie clip immediately before completing the Scrambled Sentences Task (SST; Sanchez‐Lopez et al., 2019 [described
below]).1 They also self‐reported positive and negative affect before and after the movie clip to confirm that changes in affect
occurred. Approximately 4 months later, daily diary data were collected across the first 2 weeks of high school (Time 2; M
[SD] = 123.65 [84.74] days between Time 1 and 2). Finally, participants self‐reported depressive symptoms approximately 3
months after beginning high school (Time 3; M [SD] = 109.67 [7.83] days between Time 2 and 3). All participants were
compensated $30 for completing the Time 1 session and $40 for completing the at‐home survey components for Time 2
and 3.

3 | MEASURES

3.1 | Interpretation bias

A computerized version of the SST (Wenzlaff & Bates, 1998) measured individual differences in the tendency to derive
positive or negative meanings from ambiguous information (Everaert et al., 2014; Sanchez‐Lopez et al., 2019). Specifically, for
each trial, participants were instructed to form a grammatically correct and meaningful sentence using five of the six words
provided. Each sentence contained one positive (e.g., “include”) and one negative (e.g., “exclude”) target word, and could
only be unscrambled with either a positive (e.g., “people like to include me”) or negative (e.g., “people like to exclude me”)
meaning. Positive and negative words were displayed in the second or fifth position in a counterbalanced manner to control
for effects of word position. Word stimuli were adapted from the original stimulus list which was created for use in adults by
Wenzlaff and Bates (1998). However, synonyms for positive and negative words were substituted where necessary, to ensure
that all words used were age‐appropriate for adolescents. Substitutions were made based on Flesch reading ease and grade
level scores. Positive and negative words were then matched on word length, arousal, frequency, Flesch reading ease, and
grade level. Arousal and valence ratings were taken from the Affective Norms for English Words data set (Bradley &
Lang, 1999). Paired samples t tests showed no significant differences between positive and negative words on these lexical
variables (all ps > .05).

Each trial started with a fixation cross at the left side of the computer screen to elicit natural left‐to‐right reading
patterns. Participants used the mouse to click the cross and start the reading portion of the trial. During this portion,
words were only visible when participants placed the mouse cursor over them. Thus, words could only be read one at
a time. Participants had maximum of 14 s to read the words and mentally form a five‐word sentence. Once a sentence
had been formed, participants clicked a “Ready” button that was continuously visible at the bottom of the screen to
begin the response portion of the trial. During the response portion, participants selected five words as quickly as

1Participants completed additional cognitive tasks as part of the larger study (see Jopling et al., 2021).
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possible to form their chosen grammatically correct sentence. The trial finished when participants clicked on the
“Ready” button at the bottom of the screen or when the 7 s time limit to provide a response was over. Participants
completed 30 trials based on previous extensive piloting, from which researchers determined the number of trials
required to obtain reliable cognitive bias indices related to stress vulnerability and depression status (Martin‐Romero
& Sanchez‐Lopez, 2022). The task was programmed using E‐prime Professional software (Psychology Software
Tools).

TABLE 1 Participant characteristics.

Variable N (%) unless otherwise specified

Age, M (SD) 12.87 (0.39)

Gender

Boy 48 (51)

Girl 45 (48)

Nonbinary 1 (1)

Sex

Male 48 (51)

Female 46 (49)

Household incomea

$20,000–79,000 13 (13.9)

$80,000–139,000 35 (37.3)

$140,000–199,000 22 (23.4)

≥$200,000 13 (13.8)

Don't know 1 (1.1)

Prefer not to say 4 (4.3)

Racial identityb

European–Canadian 58 (61.70)

Chinese 14 (14.89)

Latinx 4 (4.26)

Canadian–Indigenous 2 (2.13)

Japanese–Canadianc 2 (2.13)

Additional identities 6 (6.38)

Unsure/prefer not to answer 8 (8.51)

Negative interpretation bias, M (SD) 0.18 (0.18)

PA intensity, M (SD) 2.64 (0.66)

PA instability, M (SD) 0.55 (0.22)

NA intensity, M (SD) 1.59 (0.52)

NA instability, M (SD) 0.43 (0.23)

T1 depressive symptoms, M (SD) 12.80 (7.86)

T3 depressive symptoms, M (SD) 16.39 (11.53)

Note: n = 94.

Abbreviations: NA, negative affect; PA, positive affect; T1, Time 1; T3, Time 3.
aIncome data were missing for six participants.
bAdditional racial identities included South Asian, Southeast Asian, West Asian, Korean–Canadian, Korean–European, and European–Jewish. Race‐related data were missing for
eight participants.
cRacial identity was written in by participants.
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Negative interpretation bias was computed by dividing the number of grammatically correct, negatively resolved
sentences by the total number of sentences unscrambled. Values above 0.5 indicate a negative interpretation bias, while
values below 0.5 indicate a positive interpretation bias. Internal consistency for this metric was strong (α = .86).

3.2 | Markers of daily affect

Participants self‐reported positive and negative affect across the first 14 days of high school. Items from the Positive and
Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen et al., 1988) were used to measure participants' self‐reported
positive and negative affect. Specifically, participants indicated the extent to which they currently felt happy, proud, calm,
excited, upset, nervous, ashamed, and stressed on a 5‐point scale from 1 (very slight or not at all) to 5 (extremely). Positive
affect scores were calculated by averaging scores for the happy, proud, calm, and excited items. The between‐person
reliability was Rkf = 0.99 and the within‐person reliability was Rc = 0.59 (Cranford et al., 2006). Negative affect mean scores
were calculated by averaging scores for the upset, nervous, ashamed, and stressed items. The between‐person reliability was
Rkf = 0.99 and the within‐person reliability was Rc = 0.59. On Days 1 and 2, participants self‐reported affect immediately upon
waking, 30 min after waking, at 3 p.m., and before going to bed. On Days 3–14, participants completed these surveys at 3 p.m.
and before bed. Data were collected more frequently on the first 2 days of high school due to the needs of the larger study.
Surveys were distributed via text and email, which contained a link to an online survey administered via REDCap.
Participants' personal information was stored separately from their survey responses throughout this process. If participants
did not complete the survey, they received two reminders one and 2 h after receiving the initial email. Mean affect and
instability were calculated for participants who completed at least 10 surveys (consistent with Puccetti et al., 2020). After
exclusion of daily diary data for n = 4 participants who completed less than 10 surveys, the average number of surveys
completed was 26 out of 32 across the first 2‐weeks of high school (Total n = 1975, SD = 4.71, range = 12–32). No significant
differences were observed between participants who did versus did not provide daily diary data on any demographic or other
variables of interest (e.g., interpretation bias, depressive symptoms), all ps > .05. Positive and negative affect intensity were
calculated by averaging scores for each participant across all surveys. Positive and negative affect instability were calculated as
the rMSSD between observations within subjects (Jahng et al., 2008):

∑N
x xrMSSD = 1

− 1
( − ) .

i

N
i i

=1

−1
+1

2 (1)

3.3 | Depressive symptoms

The Centre for Epidemiological Studies Depression Scale for Children (CES‐DC; Weissman et al., 1980) was used to measure
self‐reported depressive symptoms at baseline and 3 months after the high school transition (Time 3). This 20‐item self‐
report questionnaire measures the past‐week frequency and severity of depressive symptoms on a 4‐point Likert scale, from 0
(not at all) to 3 (a lot). This scale demonstrates strong psychometric properties in both clinical and community settings.
There was strong reliability for this measure at both timepoints in the present study (α = .87 at Time 1; α = .92 at Time 3).

3.4 | Statistical analyses

Paired samples t tests were first conducted to test whether the pre‐SST mood induction was successful. An additional paired
samples t test tested whether participants' stress levels were significantly higher during the first 2 weeks of high school
compared to during the Time 1 baseline assessment. Bivariate correlations were also examined across variables of interest,
including negative interpretation bias, positive and negative affect mean and instability, and depressive symptoms at Times 1
and 3, as well as potential covariates (days between Time 1 and 2, days between Time 2 and 3, number of daily diary
assessments completed, age, and sex). Finally, Little's MCAR test was run using the naniar package in R to determine whether
auxiliary covariates were needed to address missingness in the data set (Tierney & Cook, 2023). This test was significant,
χ2 = 85.2, p < .001, suggesting that data were not missing completely at random. As such, we next examined associations
among missingness at T2 and T3 and observed variables in the data set. Only age was significantly associated with
missingness at either timepoint, such that younger participants were more likely to be missing T2 affect or T3 depressive
symptom data, t(92) = −2.84, p < .01. Consistent with recommendations of Collins et al. (2001), we, therefore, ran additional
models with age as an auxiliary covariate to ensure that omitting this variable did not change our primary results.

Next, we adopted a theoretically driven approach in specifying indirect path models to examine whether positive
and negative affect dynamics across the first 2 weeks of high school (Time 2) mediated associations between negative
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interpretation biases (Time 1) and change in depressive symptoms (Time 1–Time 3). To mitigate concerns about
multicollinearity, positive and negative affect dynamics were examined in two separate models. Consistent with
Preacher and Hayes' (2008) recommendations for multiple mediation, affect intensity and instability were allowed to
covary in both models. Each model initially contained all covariates, but nonsignificant covariates were subsequently
removed for model parsimony (as recommended by Murtaugh, 1998). Change in depressive symptoms was indexed as
the standardized residual score of depression at Time 3 after accounting for Time 1 symptoms, rather than a
difference score. Specifically, residualized changes scores were created by regressing Time 3 depressive symptoms
onto Time 1 symptoms, with standardized residuals saved and used in subsequent analyses. In contrast to simple
difference scores, residualized change scores represent a reliable method of controlling for variability in baseline
scores (Cohen et al., 2003; Segal et al., 2006) as variability among residuals can be considered independent of previous
score variability. Moreover, our use of residualized change scores allowed us to prioritize model parsimony and
analytic power by minimizing the number of variables included in the model. Bootstrapping procedures were used to
evaluate statistical significance of indirect effects and to obtain bootstrapped confidence intervals and standard errors.
Indirect effects were computed using bias‐corrected bootstrapping with 5000 iterations. Missing endogenous and
exogenous variables were handled using full information maximum likelihood estimation. Path analyses were
conducted using the lavaan package in R (Rosseel, 2012).

4 | RESULTS

4.1 | Preliminary analyses

Paired samples t tests confirmed that the pre‐SST mood induction was successful. Negative affect postinduction
(M = 7.74, SD = 2.88) was significantly greater than negative affect preinduction (M = 7.18, SD = 2.85), t(89) = −2.07,
p = .041, d = −0.22, 95% CI [−0.43, −0.01]. Similarly, positive affect postinduction (M = 8.09, SD = 3.30) was
significantly lower than positive affect preinduction (M = 9.31, SD = 3.71), t(89) = 4.38, p < .001, d = 0.46, 95%
confidence interval, CI [0.24, 0.68]. A paired samples t test further confirmed that there was an increase in stress levels
from Time 1 to Time 2, consistent with research documenting the stressful nature of the high school transition (Evans
et al., 2018; Zeedyk et al., 2003). Specifically, average stress ratings (taken from the PANAS) across the first 2‐weeks of
high school (M = 2.0, SD = 0.81) were significantly greater than self‐reported stress at Time 1 (M = 1.55, SD = 0.75),
t(70) = −4.16, p < .001, d = −0.49, 95% CI [−0.62, −0.22]. Bivariate correlations among study variables of interest are
presented in Supporting Information: Table 1.

4.2 | Main analyses

We next tested whether the intensity and instability of negative and positive affect across the first 2 weeks of high school
mediated the association between negative interpretation biases and changes in depressive symptoms (unstandardized
estimates presented in Table 2; standardized estimates presented in Figure 1). In the first model, negative affect intensity,
b = 0.68, 95% CI [0.09, 1.54], but not instability, b = 0.19, 95% CI [−0.11, 0.70], significantly mediated the association between
negative interpretation bias and changes in depressive symptoms. Although both negative affect intensity, b = 0.60, 95% CI
[0.17, 1.03], and instability, b = 1.03, 95% CI [0.05, 2.19], predicted increases in depressive symptoms from Time 1 to Time 3,
negative interpretation biases significantly predicted greater negative affect intensity, b = 1.13, 95% CI [0.34, 1.95], not
instability, b = 0.18, 95% CI [−0.11, 0.48]. All covariates were removed from the final model as none achieved significance.2

Relative fit indices (i.e., Akaike's information criterion [AIC], Bayesian information criterion [BIC]) were smallest for this
final model, indicating superior model fit (see Supporting Information: Table 3; Kline, 2016).

In the second model, neither positive affect intensity, b = −0.22, 95% CI [−0.96, 0.55], nor instability, b = −0.03,
95% CI [−0.29, 0.26], significantly mediated the association between negative interpretation biases and change in
depressive symptoms (unstandardized estimates shown in Table 2; standardized estimates shown in Figure 2).
Although greater negative interpretation biases at Time 1 predicted lower positive affect intensity at Time 2,
b = −1.20, 95% CI [−1.79, −0.51], positive affect intensity did not predict changes in depressive symptoms from Time
1 to Time 3, b = 0.19, 95% CI [−0.43, 0.78]. Conversely, whereas negative interpretation biases at Time 1 did not
significantly predict positive affect instability at Time 2, b = −0.03, 95% CI [−0.24, 0.25], greater positive affect

2Although we also ran an additional model with age as an auxiliary covariate, adding this variable had little effect on our primary findings. As such, we include this intermediary
model in Supporting Information: Table 2.
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instability significantly predicted increases in depressive symptoms from Time 1 to Time 3, b = 0.97, 95% CI [0.12,
2.13]. Greater number of days between Time 1 and 2 significantly predicted more positive affect intensity and was
therefore retained in the final model; no other covariates were significant.3 Again, smaller AIC and BIC values
indicated superior fit for this final simplified model (see Supporting Information: Table 3).

TABLE 2 Indirect path estimates from negative interpretation biases to Time 3 depression via affect intensity and instability during the first 2 weeks of
high school.

Outcome Predictor b SE 95% CI

Model 1 (negative affect)

NA intensity

Interpretation bias (a) 1.13 0.42 [0.34, 1.95]

NA instability

Interpretation bias (d) 0.18 0.15 [−0.11, 0.48]

T3 depression change

Interpretation bias (c) −0.70 0.71 [−2.0, 0.81]

NA intensity (b) 0.60 0.22 [0.17, 1.03]

NA instability (e) 1.03 0.53 [0.05, 2.19]

Covariance NA intensity and instability 0.05 0.01 [0.02, 0.07]

Indirect effect (a × b) 0.68 0.38 [0.09, 1.54]

Indirect effect (d × e) 0.19 0.21 [−0.11, 0.70]

Total effect 0.86 0.45 [0.12, 1.86]

Model 2 (positive affect)

PA intensity

Interpretation bias (a) −1.20 0.32 [−1.79, −0.51]

Days between T1 and T2 0.002 0.001 [0.001, 0.004]

PA instability

Interpretation bias (d) −0.03 0.12 [−0.24, 0.25]

Days between T1 and T2 0.00 0.00 [−0.001, 0.001]

T3 depression change

Interpretation bias (c) 0.41 0.77 [−1.06, 2.02]

PA intensity (b) 0.19 0.31 [−0.43, 0.78]

PA instability (e) 0.97 0.51 [0.12, 2.13]

Days between T1 and T2 −0.003 0.002 [−0.01, 0.00]

Covariance PA intensity and instability 0.02 0.01 [−0.003, 0.04]

Indirect effect (a × b) −0.22 0.37 [−0.96, 0.55]

Indirect effect (d × e) −0.03 0.13 [−0.29, 0.26]

Total effect −0.26 0.40 [−1.02, 0.58]

Note: n = 94; Unstandardized coefficients are presented. Change in depressive symptoms was indexed as the standardized residual score of depression at Time 3 after accounting
for Time 1 symptoms. Indirect effect test statistics, standard errors, and confidence intervals were estimated using bias‐corrected bootstrapping procedures. Bold values are
statistically significant.

Abbreviations: CI, confidence interval; NA, negative affect; PA, positive affect; T1, Time 1; T2, Time 2; T3, Time 3.

3As before, we ran an additional model controlling for the number of days between T1 and T2 as well as age as an auxiliary covariate. However, this model is also included in
Supporting Information: Table 2 as including age in this manner did not change interpretation of our findings.
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5 | DISCUSSION

Negative interpretations of ambiguity are theorized to foster depressive symptoms by modulating everyday emotional
experiences (Beck, 1967; Joormann & Quinn, 2014). However, this has not been directly tested in adolescence. The present
study, to our knowledge, is the first to examine whether daily markers of affect (i.e., negative and positive affect intensity and
instability) mediate associations between negative interpretation biases and changes in depressive symptoms in early
adolescence. Specifically, we examined how negative interpretation biases modulate affective responding across the transition
to high school, a naturalistic stressor (Evans et al., 2018; Zeedyk et al., 2003). Interestingly, negative affect intensity, negative
affect instability, and positive affect instability during the first 2 weeks of high school predicted greater increases in depressive
symptoms. However, only negative affect intensity, not instability, significantly mediated prospective associations between
more negative interpretation biases and increases in depressive symptoms, evincing specificity in the mechanisms through
which such bias predicts symptom change.

Findings regarding the role of negative affect intensity in the interpretation bias‐depression association are largely
consistent with prior research. Specifically, the interpretation bias‐negative affect link is supported by work suggesting that
modifying interpretation biases influences negative mood in the laboratory (Al‐Moghrabi et al., 2018; Lothmann et al., 2011;
Mackintosh et al., 2006; Wilson et al., 2006; Yiend et al., 2005). Prior work has also demonstrated concurrent (Silk
et al., 2003) and prospective (Neumann et al., 2011) associations between negative affect and depressive symptoms in

F IGURE 1 Negative affect intensity and instability as mediators of the association between negative interpretation biases and change in depressive
symptoms. Standardized coefficients are presented, with significant effects shown in bold. The a and d paths illustrate the effects of the predictor on the
mediators, b and e paths show the effects of the mediators on the outcome, and the a × b and d × e paths reflect the indirect effects of the predictor on the
outcome via each respective mediator. Negative affect intensity and instability were allowed to covary (not pictured here).

F IGURE 2 Positive affect intensity and instability as mediators of the association between negative interpretation biases and change in depressive
symptoms. Standardized coefficients are presented, with significant effects shown in bold. The a and d paths illustrate effects of the predictor on the
mediators, b and e paths show the effects of the mediators on the outcome, and a × b and d × e paths reflect the indirect effects of the predictor on the
outcome via each respective mediator. The number of days between Time 1 and 2 were included as a covariate, and positive affect intensity and instability
were allowed to covary (not shown here).
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adolescence. We extend these findings by demonstrating that more negative interpretation biases also predict greater daily
negative affect during a naturalistic stressor. This association between negative interpretation biases and adolescents' negative
affect may reflect a tendency to experience greater affective reactivity and/or slower recovery in response to both explicitly
stressful and otherwise ambiguous events. Supporting this assertion, negative interpretation biases have been associated with
maladaptive emotion regulation strategies (e.g., rumination), which have been linked to both prolonged stress‐induced
negative affect and depression (Broderick & Korteland, 2004; Vrshek‐Schallhorn et al., 2019). Although previous findings
have been somewhat inconsistent (Fodor et al., 2020; LeMoult et al., 2018; Lothmann et al., 2011), it is possible that
modifying negative interpretation biases may help to mitigate heightened levels of negative affect during times of stress and,
thus, vulnerability for depression. However, rigorous, well‐designed studies that combine experimental and experience
sampling approaches are needed to establish whether this is the case.

In contrast to negative affect intensity, our nonsignificant findings for negative affect instability are somewhat unexpected
based on work in adults (Puccetti et al., 2020) and prior research demonstrating associations between interpretation biases
and trait emotion regulation (e.g., Sfärlea et al., 2021). First, discrepancies with Puccetti and colleagues (2020) may reflect
developmental differences in the mechanisms underlying markers of daily affect in adults compared to early adolescents. For
example, researchers have documented decreasing levels of affect instability from early adolescence to adulthood
(Maciejewski et al., 2015; Reitsema et al., 2022). However, differences in the interpretation bias task used (i.e., negative ratings
of ambiguous faces vs. sentences) as well as the depressive symptom outcome measure (i.e., cross‐sectional means vs.
changes) in Puccetti et al. (2020) relative to the present study are also notable. Clearly, further work is needed to elucidate
whether these discrepant findings can be attributed to differences in the population, task, or outcome measure used.

Second, discrepant findings with work on trait emotion regulation could also reflect important differences between trait
and daily affect regulation, consistent with recent findings that trait emotion regulation measures often fail to account for
actual levels of momentary affective states (Maxwell et al., 2019). In contrast with trait emotion regulation, daily affect
instability may be better explained by other facets of cognition associated with emotional responding, such as attention.
Indeed, the orienting response to a stimulus has been theoretically implicated in extreme and frequent emotional shifts
characteristic of affective instability (Koenigsberg, 2010). Despite this, significant pathways from greater negative affect
instability to adolescents' depressive symptoms both support and extend previous findings in this population. Previous
research demonstrated concurrent and prospective associations between daily negative affect variability, a specific facet of
affect instability, and adolescent depression (Neumann et al., 2011; Silk et al., 2003). However, our findings suggest that both
the overall variability and moment‐to‐moment consistency of daily negative affect (captured by rMSSD) constitute a marker
of risk for adolescent depression. Though interpretation biases did not underlie negative affective instability, future research
should examine whether other facets of cognitive processing also implicated in depression (e.g., attention bias; Baert
et al., 2010) contribute to instability of daily negative affect.

In contrast to findings for negative affect, neither the intensity nor instability of positive affect significantly mediated
associations between interpretation biases and depression. Though negative interpretation biases predicted lower levels of
positive affect, levels of positive affect did not predict changes in depressive symptoms. These differential associations are
consistent with contemporary views of positive and negative affect as distinct entities (Reitsema et al., 2022), but inconsistent
with previously demonstrated relations of both positive and negative affect with adolescent depression (Kansky et al., 2016;
Neumann et al., 2011; van Roekel et al., 2016). Explaining this finding may require consideration of the context in which
affect was measured. Specifically, lowered positive affect may be normative across the stressful high school transition and,
thus, less predictive of longer‐term increases in internalizing symptoms (Larson et al., 2002; Meyer & Schlesier, 2022).
Positive affect instability, on the other hand, may be less normative, possibly reflecting overreliance on positive events to
experience positive affect (Rueschkamp et al., 2020). Moreover, greater positive and negative affect instability were associated
with increased depressive symptoms. Both were also strongly correlated with each other, highlighting instability as a
generalized affective marker of depression risk, irrespective of valence. Future research might examine whether these similar
effects persist across different timescales and contexts (e.g., measuring affect instability across a laboratory stressor). This
work might also consider how findings vary across dimensions of depression, such as anhedonia. Indeed, prior work has
established a particular association of anhedonia with both higher instability and lower intensity of positive affect in
adolescence (Murray et al., 2022). Although this factor has not been specifically identified within the CES‐DC (as used in our
study; Barkmann et al., 2008), future investigations might use other measures to examine this possibility.

By identifying specific affective mechanisms in associations between negative interpretation biases and internalizing
symptoms, this study has implications for understanding and mitigating depression risk in early adolescence. Heightened risk
for depression throughout this time has been linked with normative life events, including the transition to high school.
Indeed, this transition has been referred to as one of the greatest stressors associated with adolescence (Evans et al., 2018;
Zeedyk et al., 2003). During this time, individuals must adapt to a novel environment, characterized by higher social and
academic expectations and less individual support (Bailen et al., 2019). Consequently, early adolescents often report concerns
related to fear of victimization, peer relationships, and their ability to cope with the increased workload (Zeedyk et al., 2003).
While some distress is to be expected, our findings suggest that adolescents with a tendency to interpret ambiguity as negative
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may experience especially elevated negative affect during this transition, which in turn, increases their risk for depressive
symptoms by the end of their first semester of high school. Though not examined in the present study, such increases in
depressive symptoms may be consequential for mental health trajectories long into adulthood (Yaroslavsky et al., 2013).
Modifying negative interpretation biases early might facilitate more adaptive emotional responding in relation to stressors in
early adolescence, thereby mitigating vulnerability for depression associated with this important developmental period. These
interventions may be especially relevant during the transition to high school, but likely have further importance relative to
other myriad stressors during this time. Future work might examine whether associations among negative interpretation bias,
daily negative affect, and depressive symptoms are stronger during the transition to high school compared to other major life
transitions.

6 | LIMITATIONS

The present study was not without limitations. First, the relatively small number of assessments per day may have impacted
the reliability of our results. Although the frequency of assessments has not been shown to impact estimates of emotional
variability (Reitsema et al., 2022), future research might collect more data either within or across a greater number of days. It
may be especially important to measure morning affect more consistently as we only did so on Days 1 and 2. This omission
may have reduced estimates of affect instability and should be addressed in future work. Given that affect intensity and
instability were calculated across all daily diary responses, variable numbers of responses and times between observations
may have further influenced estimates. In addition, the daily diary assessments provided information about momentary
positive and negative affect, but not the sources of these emotions. While the timing of the assessments (i.e., across the first 2
weeks of high school) helps to contextualize participants' experiences, future research should collect further information
about events or stressors underlying patterns of affect. Although we highlight the consequential nature of the high school
transition for adolescents' mental health, our lack of a comparison period precludes assertions regarding its relative
importance compared to other major life transitions. Finally, we recruited a community sample with relatively low levels of
depressive symptoms, thereby limiting variability. Our sample was also somewhat restricted in size which may have
influenced the extent to which our analyses were adequately powered. Although our sample closely approximates the
minimum n = 100 recommended for path analysis, as well as the suggested 10:1 ratio of cases to free parameters
(Kline, 2005), we recognize that more recent work (e.g., Kline, 2016) has questioned the adequacy of this approach. We
partially address this concern by replicating our analyses using a simpler approach (i.e., single vs. multiple mediation; see
Supporting Information: Tables 4 and 5). Yet, we also emphasize the importance of replicating our findings in a larger
sample, especially one comprised of both clinical and nonclinical populations.

7 | CONCLUSIONS

This longitudinal study was the first to examine associations of negative interpretation biases with daily markers of affect, and
the extent to which these affective markers mediate interpretation bias‐depression associations in early adolescence. Findings
highlight greater negative affect intensity, but not instability, as a mechanism through which negative interpretation biases
lead to increases in internalizing symptoms. Positive affect markers did not mediate interpretation bias‐depression
associations. Though further study is needed to replicate these findings, we identify specific affective phenotypes which may
facilitate early identification of at‐risk populations. Identifying those at risk can inform the implementation of interventions
aimed at facilitating adaptive emotional responding during times of stress, as in the transition to high school. As suggested by
our findings, targeting cognitive processes underlying patterns of affect dynamics may help to mitigate well‐documented
increases in depressive symptoms across this important developmental period.

ACKNOWLEDGMENTS
This research was supported by a Canada Graduate Scholarship—Master's (B. G.), an SSHRC Joseph‐Armand Bombardier
Canada Graduate Doctoral Scholarship (A. M. B.), a Vanier Graduate Fellowship (E. J.), an SSHRC Doctoral Fellowship
(A. T.), a Michael Smith Foundation for Health Research Trainee Award (K. R.), a Killam Postdoctoral Fellowship (K. R.), an
SSHRC Postdoctoral Fellowship (K. R.), SSHRC Grant 430‐2017‐00408 (J. L.), and a Michael Smith Foundation for Health
Research Scholar Award 17713 (J. L.).

DATA AVAILABILITY STATEMENT
Research data are not shared.

10 | GROCOTT ET AL.

 10959254, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jad.12231 by U

bc O
kanagan L

ibrary, W
iley O

nline L
ibrary on [19/09/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



ORCID
Bronwen Grocott http://orcid.org/0000-0002-8794-923X
Ashley M. Battaglini http://orcid.org/0000-0002-0498-6204

REFERENCES
Al‐Moghrabi, N., Huijding, J., & Franken, I. H. A. (2018). The effects of a novel hostile interpretation bias modification paradigm on hostile interpretations,

mood, and aggressive behavior. Journal of Behavior Therapy and Experimental Psychiatry, 58, 36–42. https://doi.org/10.1016/j.jbtep.2017.08.003
Baert, S., De Raedt, R., & Koster, E. H. W. (2010). Depression‐related attentional bias: The influence of symptom severity and symptom specificity. Cognition

& emotion, 24(6), 1044–1052. https://doi.org/10.1080/02699930903043461
Bailen, N. H., Green, L. M., & Thompson, R. J. (2019). Understanding emotion in adolescents: A review of emotional frequency, intensity, instability, and

clarity. Emotion Review, 11(1), 63–73. https://doi.org/10.1177/1754073918768878
Barge‐Schaapveld, D. Q. C. M., Nicolson, N. A., Berkhof, J., & de Vries, M. W. (1999). Quality of life in depression: Daily life determinants and variability.

Psychiatry Research, 88, 173–189. https://doi.org/10.1016/S0165-1781(99)00081-5
Barkmann, C., Erhart, M., Schulte‐Markwort, M., & BELLA Study Group. (2008). The German version of the Centre for Epidemiological Studies Depression

Scale for Children: Psychometric evaluation in a population‐based survey of 7 to 17 years old children and adolescents: Results of the BELLA study.
European Child & Adolescent Psychiatry, 17(1), 116–124. https://doi.org/10.1007/s00787-008-1013-0

Beck, A. T. (1967). Depression: Clinical, experimental, and theoretical aspects. Hoeber Medical Division, Harper & Row.
Blanco, I., Boemo, T., & Sanchez‐Lopez, A. (2021). An online assessment to evaluate the role of cognitive biases and emotion regulation strategies for mental

health during the COVID‐19 lockdown of 2020: Structural equation modeling study. JMIR Mental Health, 8(11), e30961. https://doi.org/10.2196/30961
Bos, E. H., Jonge, P., & Cox, R. F. A. (2019). Affective variability in depression: Revisiting the inertia‐instability paradox. British Journal of Psychology, 110,

814–827. https://doi.org/10.1111/bjop.12372
Bradley, M. M., & Lang, P. J. (1999). Affective norms for English words (ANEW): Instruction manual and affective ratings (Publication No. C‐1). The Centre

for Research in Psychophysiology, University of Florida. https://pdodds.w3.uvm.edu/teaching/courses/2009-08UVM-300/docs/others/everything/
bradley1999a.pdf

Broderick, P. C., & Korteland, C. (2004). A prospective study of rumination and depression in early adolescence. Clinical child psychology and psychiatry,
9(3), 383–394. https://doi.org/10.1177/1359104504043920

Cranford, J. A., Shrout, P. E., Iida, M., Rafaeli, E., Yip, T., & Bolger, N. (2006). A procedure for evaluating sensitivity to within‐person change: Can mood
measures in diary studies detect change reliably?. Personality & social psychology bulletin, 32(7), 917–929. https://doi.org/10.1177/0146167206287721

Chisolm, D., Sweeny, K., Sheehan, P., Rasmussen, B., Smit, F., Cuijpers, P., & Saxena, S. (2016). Scaling‐up treatment of depression and anxiety: A global
return on investment analysis. The Lancet, 3(5), 415–424. https://doi.org/10.1016/S2215-0366(16)30024-4

Cohen, J., Cohen, P., West, S. G., & Aiken, L. S. (2003). Applied multiple regression/correlation analysis for the behavioral sciences (3rd ed.). Erlbaum.
Collins, L. M., Schafer, J. L., & Kam, C. M. (2001). A comparison of inclusive and restrictive strategies in modern missing data procedures. Psychological

Methods, 6(4), 330–351. https://doi.org/10.1037/1082-989X.6.4.330
Evans, D., Borriello, G. A., & Field, A. P. (2018). A review of the academic and psychological impact of the transition to secondary education. Frontiers in

Psychology, 9, 1482. https://doi.org/10.3389/fpsyg.2018.01482
Everaert, J., Duyck, W., & Koster, E. H. W. (2014). Attention, interpretation, and memory biases in subclinical depression: A proof‐of‐principle test of the

combined cognitive biases hypothesis. Emotion (Washington, D.C.), 14(2), 331–340. https://doi.org/10.1037/a0035250
Everaert, J., Grahek, I., Duyck, W., Buelens, J., Van den Bergh, N., & Koster, E. H. (2017). Mapping the interplay among cognitive biases, emotion regulation,

and depressive symptoms. Cognition & Emotion, 31(4), 726–735. https://doi.org/10.1080/02699931.2016.1144561
Everaert, J., Podina, I. R., & Koster, E. H. W. (2017). A comprehensive meta‐analysis of interpretation biases in depression. Clinical Psychology Review, 58,

33–48. https://doi.org/10.1016/j.cpr.2017.09.005
Fodor, L. A., Georgescu, R., Cuijpers, P., Szamoskozi, Ş., David, D., Furukawa, T. A., & Cristea, I. A. (2020). Efficacy of cognitive bias modification

interventions in anxiety and depressive disorders: A systematic review and network meta‐analysis. The Lancet, 7(6), 506–514. https://doi.org/10.1016/
S2215-0366(20)30130-9

Hankin, B. L., Fraley, R. C., Lahey, B. B., & Waldman, I. D. (2005). Is depression best viewed as a continuum or discrete category? A taxometric analysis of
childhood and adolescent depression in a population‐based sample. Journal of Abnormal Psychology, 114(1), 96–110. https://doi.org/10.1037/0021-
843X.114.1.96

Houben, M., Van Den Noortgate, W., & Kuppens, P. (2015). The relation between short‐term emotion dynamics and psychological well‐being: A meta‐
analysis. Psychological Bulletin, 141(4), 901–930. https://doi.org/10.1037/a0038822

Jahng, S., Wood, P. K., & Trull, T. J. (2008). Analysis of affective instability in ecological momentary assessment: Indices using successive difference and
group comparison via multilevel modeling. Psychological Methods, 13(4), 354–375. https://doi.org/10.1037/a0014173

Joormann, J., & D'Avanzato, C. (2010). Emotion regulation in depression: Examining the role of cognitive processes. Cognition & emotion, 24(6), 913–939.
https://doi.org/10.1080/02699931003784939

Joormann, J., & Quinn, M. E. (2014). Cognitive processes and emotion regulation in depression. Depression and Anxiety, 31(4), 308–315. https://doi.org/10.
1002/da.22264

Jopling, E., Tracy, A., & LeMoult, J. (2021). Cognitive disengagement and biological stress responses in early adolescence. Psychoneuroendocrinology, 126,
105166. https://doi.org/10.1016/j.psyneuen.2021.105166

Kansky, J., Allen, J. P., & Diener, E. (2016). Early adolescent affect predicts later life outcomes. Applied Psychology: Health and Well‐Being, 8(2), 192–212.
https://doi.org/10.1111/aphw.12068

Kline, R. B. (2005). Principles and practice of structural equation modelling (2nd ed.). The Guilford Press.
Kline, R. B. (2016). Principles and practice of structural equation modelling (4th ed.). The Guilford Press.
Koenigsberg, H. W. (2010). Affective instability: Toward an integration of neuroscience and psychological perspectives. Journal of Personality Disorders,

24(1), 60–82. https://doi.org/10.1521/pedi.2010.24.1.60
Larson, R. W., Moneta, G., Richards, M. H., & Wilson, S. (2002). Continuity, stability, and change in daily emotional experience across adolescence. Child

Development, 73(4), 1151–1165. https://doi.org/10.1111/1467-8624.00464
LeMoult, J., Colich, N., Joormann, J., Singh, M. K., Eggleston, C., & Gotlib, I. H. (2018). Interpretation bias training in depressed adolescents: Near‐and

far‐transfer effects. Journal of Abnormal Child Psychology, 46(1), 159–167. https://doi.org/10.1007/s10802-017-0285-6

JOURNAL OF ADOLESCENCE | 11

 10959254, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jad.12231 by U

bc O
kanagan L

ibrary, W
iley O

nline L
ibrary on [19/09/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://orcid.org/0000-0002-8794-923X
http://orcid.org/0000-0002-0498-6204
https://doi.org/10.1016/j.jbtep.2017.08.003
https://doi.org/10.1080/02699930903043461
https://doi.org/10.1177/1754073918768878
https://doi.org/10.1016/S0165-1781(99)00081-5
https://doi.org/10.1007/s00787-008-1013-0
https://doi.org/10.2196/30961
https://doi.org/10.1111/bjop.12372
https://pdodds.w3.uvm.edu/teaching/courses/2009-08UVM-300/docs/others/everything/bradley1999a.pdf
https://pdodds.w3.uvm.edu/teaching/courses/2009-08UVM-300/docs/others/everything/bradley1999a.pdf
https://doi.org/10.1177/1359104504043920
https://doi.org/10.1177/0146167206287721
https://doi.org/10.1016/S2215-0366(16)30024-4
https://doi.org/10.1037/1082-989X.6.4.330
https://doi.org/10.3389/fpsyg.2018.01482
https://doi.org/10.1037/a0035250
https://doi.org/10.1080/02699931.2016.1144561
https://doi.org/10.1016/j.cpr.2017.09.005
https://doi.org/10.1016/S2215-0366(20)30130-9
https://doi.org/10.1016/S2215-0366(20)30130-9
https://doi.org/10.1037/0021-843X.114.1.96
https://doi.org/10.1037/0021-843X.114.1.96
https://doi.org/10.1037/a0038822
https://doi.org/10.1037/a0014173
https://doi.org/10.1080/02699931003784939
https://doi.org/10.1002/da.22264
https://doi.org/10.1002/da.22264
https://doi.org/10.1016/j.psyneuen.2021.105166
https://doi.org/10.1111/aphw.12068
https://doi.org/10.1521/pedi.2010.24.1.60
https://doi.org/10.1111/1467-8624.00464
https://doi.org/10.1007/s10802-017-0285-6


Liu, R. T. (2016). Taxometric evidence of a dimensional latent structure for depression in an epidemiological sample of children and adolescents.
Psychological Medicine, 46, 1265–1275. https://doi.org/10.1017/S0033291715002792

Lothmann, C., Holmes, E. A., Chan, S. W. Y., & Lau, J. Y. F. (2011). Cognitive bias modification training in adolescents: Effects on interpretation biases and
mood. Journal of Child Psychology and Psychiatry, 52(1), 24–32. https://doi.org/10.1111/j.1469-7610.2010.02286.x

Maciejewski, D. F., Van Lier, P. A. C., Branje, S. J. T., Meeus, W. H. J., & Koot, H. M. (2015). A 5‐year longitudinal study on mood variability across
adolescence using daily diaries. Child Development, 86(6), 1908–1921. https://doi.org/10.1111/cdev.12420

Mackintosh, B., Mathews, A., Yiend, J., Ridgeway, V., & Cook, E. (2006). Induced biases in emotional interpretation influence stress vulnerability and endure
despite changes in context. Behavior Therapy, 37(3), 209–222. https://doi.org/10.1016/j.beth.2006.03.001

Martin‐Romero, N., & Sanchez‐Lopez, A. (2022). Interpretation bias as a clinical and vulnerability marker for depression: New insights derived from the
scrambled sentence task. [Manuscript submitted for publication]. Complutense University of Madrid.

Maxwell, R., Lynn, S. J., & Strauss, G. P. (2019). Trait emotion regulation predicts individual differences in momentary emotion and experience.
Imagination, Cognition and Personality, 38(4), 349–377. https://doi.org/10.1177/0276236618781775

McKay, L. I., & Cidlowski, J. A. (2003). Physiologic and pharmacologic effects of corticosteroids. In D. W. Kufe, R. E. Pollock, R. R. Weichselbaum, R. C.
Bast, T. S. Gansler, J. F. Holland, & E. Frei (Eds.), Cancer medicine (6th ed.). BC Decker. https://www.ncbi.nlm.nih.gov/books/NBK13780/

Meyer, S., & Schlesier, J. (2022). The development of students' achievement emotions after transition to secondary school: A multilevel growth curve
modelling approach. European Journal of Psychology of Education, 37, 141–161. https://doi.org/10.1007/s10212-021-00533-5

Murray, S. B., Diaz‐Fong, J. P., Duval, C. J., Balkchyan, A. A., Nagata, J. M., Lee, D. J., Ganson, K. T., Toga, A. W., Siegel, S. J., & Jann, K. (2022). Sex
differences in regional gray matter density in pre‐adolescent binge eating disorder: A voxel‐based morphometry study. Psychological Medicine, 1–13.
https://doi.org/10.1017/S0033291722003269

Murtaugh, P. A. (1998). Methods of variable selection in regression modeling. Communications in Statistics—Simulation and Computation, 27(3), 711–734.
https://doi.org/10.1080/03610919808813505

Neumann, A., van Lier, P. A. C., Frijns, T., Meeus, W., & Koot, H. M. (2011). Emotional dynamics in the development of early adolescent psychopathology:
A one‐year longitudinal study. Journal of Abnormal Child Psychology, 39, 657–669. https://doi.org/10.1007/s10802-011-9509-3

Orchard, F., Pass, L., & Reynolds, S. (2016). “It was all my fault”: Negative interpretation bias in depressed adolescents. Journal of Abnormal Child
Psychology, 44, 991–998. https://doi.org/10.1007/s10802-015-0092-x

Platt, B., Waters, A. M., Schulte‐Koerne, G., Engelmann, L., & Salemink, E. (2017). A review of cognitive biases in youth depression: Attention,
interpretation and memory. Cognition and Emotion, 31(3), 462–483. https://doi.org/10.1080/02699931.2015.1127215

Preacher, K. J., & Hayes, A. F. (2008). Asymptotic and resampling strategies for assessing and comparing indirect effects in multiple mediator models.
Behavior Research Methods, 40(3), 879–891. https://doi.org/10.3758/BRM.40.3.879

Puccetti, N. A., Villano, W., Stamatis, C. A., Torrez, V. F., Neta, M., Timpano, K., & Heller, A. S. (2020, December 28). Affect instability links task‐based
negativity bias and variability in depressive symptoms. https://doi.org/10.31234/osf.io/gdszp

Reitsema, A. M., Jeronimus, B. F., van Dijk, M., & de Jonge, P. (2022). Emotion dynamics in children and adolescents: A meta‐analytic and descriptive
review. Emotion (Washington, D.C.), 22(2), 374–396. https://doi.org/10.1037/emo0000970

van Roekel, E., Bennik, E. C., Bastiaansen, J. A., Verhagen, M., Ormel, J., Engels, R. C. M. E., & Oldehinkel, A. J. (2016). Depressive symptoms and the
experience of pleasure in daily life: An exploration of associations in early and late adolescence. Journal of Abnormal Child Psychology, 44, 999–1009.
https://doi.org/10.1007/s10802-015-0090-z

Rosseel, Y. (2012). lavaan: An R package for structural equation modeling. Journal of Statistical Software, 48(2), 1–36. https://doi.org/10.18637/jss.v048.i02
Rueschkamp, J. M. G., Kuppens, P., Riediger, M., Blanke, E. S., & Brose, A. (2020). Higher well‐being is related to reduced affective reactivity to positive

events in daily life. Emotion (Washington, D.C.), 20(3), 376–390. https://doi.org/10.1037/emo0000557
Sanchez‐Lopez, A., De Raedt, R., van Put, J., & Koster, E. H. W. (2019). A novel process‐based approach to improve resilience: Effects of computerized

mouse‐based (gaze) contingent attention training (MCAT) on reappraisal and rumination. Behaviour Research and Therapy, 118, 110–120. https://doi.
org/10.1016/j.brat.2019.04.005

Segal, Z. V., Kennedy, S., Gemar, M., Hood, K., Pedersen, R., & Buis, T. (2006). Cognitive reactivity to sad mood provocation and the prediction of
depressive relapse. Archives of General Psychiatry, 63, 749–755. https://doi.org/10.1001/archpsyc.63.7.749

Sfärlea, A., Buhl, C., Loechner, J., Neumüller, J., Asperud Thomsen, L., Starman, K., Salemink, E., Schulte‐Körne, G., & Platt, B. (2020). “I am a totalloser”—
The role of interpretation biases in youth depression. Journal of Abnormal Child Psychology, 48, 1337–1350. https://doi.org/10.1007/s10802-020-
00670-3

Sfärlea, A., Takano, K., Buhl, C., Loechner, J., Greimel, E., Salemink, E., Schulte‐Körne, G., & Platt, B. (2021). Emotion regulation as a mediator in the
relationship between cognitive biases and depressive symptoms in depressed, at‐risk and healthy children and adolescents. Research on Child and
Adolescent Psychopathology, 49, 1345–1358. https://doi.org/10.1007/s10802-021-00814-z

Silk, J. S., Steinberg, L., & Morris, A. S. (2003). Adolescents' emotion regulation in daily life: Links to depressive symptoms and problem behavior. Child
Development, 74(6), 1869–1880. https://doi.org/10.1046/j.1467-8624.2003.00643.x

Solmi, M., Radua, J., Olivola, M., Croce, E., Soardo, L., Salazar de Pablo, G., Il Shin, J., Kirkbride, J. B., Jones, P., Kim, J. H., Kim, J. Y., Carvalho, A. F.,
Seeman, M. V., Correll, C. U., & Fusar‐Poli, P. (2021). Age at onset of mental disorders worldwide: Large‐scale meta‐analysis of 192 epidemiological
studies. Molecular Psychiatry, 27, 281–295. https://doi.org/10.1038/s41380-021-01161-7

Subramaniam, A., LoPilato, A., & Walker, E. F. (2019). Psychotropic medication effects on cortisol: Implications for research and mechanisms of drug
action. Schizophrenia Research, 213, 6–14. https://doi.org/10.1016/j.schres.2019.06.023

Teasdale, J. D. (1988). Cognitive vulnerability to persistent depression. Cognition & Emotion, 2(3), 247–274. https://doi.org/10.1080/02699938808410927
Thompson, R. J., Mata, J., Jaeggi, S. M., Buschkuehl, M., Jonides, J., & Gotlib, I. H. (2012). The everyday emotional experience of adults with major

depressive disorder: Examining emotional instability, inertia, and reactivity. Journal of Abnormal Psychology, 121(4), 819–829. https://doi.org/10.1037/
a0027978

Tierney, N., & Cook, D. (2023). Expanding tidy data principles to facilitate missing data exploration, visualization and assessment of imputations. Journal of
Statistical Software, 105(7), 1–31. https://doi.org/10.18637/jss.v105.i07

Vrshek‐Schallhorn, S., Velkoff, E. A., & Zinbarg, R. E. (2019). Trait rumination and response to negative evaluative lab‐induced stress: Neuroendocrine,
affective, and cognitive outcomes. Cognition and Emotion, 33(3), 466–479. https://doi.org/10.1080/02699931.2018.1459486

Watson, D., Clark, L. A., & Carey, G. (1988). Positive and negative affectivity and their relation to anxiety and depressive disorders. Journal of Abnormal
Psychology, 97, 346–353. https://doi.org/10.1037/0021-843X.97.3.346

12 | GROCOTT ET AL.

 10959254, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jad.12231 by U

bc O
kanagan L

ibrary, W
iley O

nline L
ibrary on [19/09/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1017/S0033291715002792
https://doi.org/10.1111/j.1469-7610.2010.02286.x
https://doi.org/10.1111/cdev.12420
https://doi.org/10.1016/j.beth.2006.03.001
https://doi.org/10.1177/0276236618781775
https://www.ncbi.nlm.nih.gov/books/NBK13780/
https://doi.org/10.1007/s10212-021-00533-5
https://doi.org/10.1017/S0033291722003269
https://doi.org/10.1080/03610919808813505
https://doi.org/10.1007/s10802-011-9509-3
https://doi.org/10.1007/s10802-015-0092-x
https://doi.org/10.1080/02699931.2015.1127215
https://doi.org/10.3758/BRM.40.3.879
https://doi.org/10.31234/osf.io/gdszp
https://doi.org/10.1037/emo0000970
https://doi.org/10.1007/s10802-015-0090-z
https://doi.org/10.18637/jss.v048.i02
https://doi.org/10.1037/emo0000557
https://doi.org/10.1016/j.brat.2019.04.005
https://doi.org/10.1016/j.brat.2019.04.005
https://doi.org/10.1001/archpsyc.63.7.749
https://doi.org/10.1007/s10802-020-00670-3
https://doi.org/10.1007/s10802-020-00670-3
https://doi.org/10.1007/s10802-021-00814-z
https://doi.org/10.1046/j.1467-8624.2003.00643.x
https://doi.org/10.1038/s41380-021-01161-7
https://doi.org/10.1016/j.schres.2019.06.023
https://doi.org/10.1080/02699938808410927
https://doi.org/10.1037/a0027978
https://doi.org/10.1037/a0027978
https://doi.org/10.18637/jss.v105.i07
https://doi.org/10.1080/02699931.2018.1459486
https://doi.org/10.1037/0021-843X.97.3.346


Watson, D., Clark, L. A., & Tellegen, A. (1988). Development and validation of brief measures of positive and negative affect: The PANAS scales. Journal of
Personality and Social Psychology, 54(6), 1063–1070. https://doi.org/10.1037//0022-3514.54.6.1063

Weissman, M. M., Orvaschel, H., & Padian, N. (1980). Children's symptom and social functioning self‐report scales. Comparison of mothers' and children's
reports. The Journal of Nervous and Mental Disease, 168(12), 736–740. https://doi.org/10.1097/00005053-198012000-00005

Wenzlaff, R. M., & Bates, D. E. (1998). Unmasking a cognitive vulnerability to depression: How lapses in mental control reveal depressive thinking. Journal
of Personality and Social Psychology, 75(6), 1559–1571. https://doi.org/10.1037//0022-3514.75.6.1559

Wilson, E. J., MacLeod, C., Mathews, A., & Rutherford, E. M. (2006). The causal role of interpretive bias in anxiety reactivity. Journal of Abnormal
Psychology, 115(1), 103–111. https://doi.org/10.1037/0021-843X.115.1.103

World Health Organization. (2021, September 3). Depression [Fact sheet]. https://www.who.int/news-room/fact-sheets/detail/depression
Würtz, F., & Sanchez‐Lopez, A. (2023). Assessing interpretation biases in emotional psychopathology: An overview. In M. L. Woud (Ed.), Interpretational

processing biases in emotional psychopathology (pp. 33–53). Springer. https://doi.org/10.1007/978-3-031-23650-1_3
Yaroslavsky, I., Pettit, J. W., Lewinsohn, P. M., Seeley, J. R., & Roberts, R. E. (2013). Heterogeneous trajectories of depressive symptoms: Adolescent

predictors and adult outcomes. Journal of Affective Disorders, 148(2–3), 391–399. https://doi.org/10.1016/j.jad.2012.06.028
Yiend, J., Mackintosh, B., & Mathews, A. (2005). Enduring consequences of experimentally induced biases in interpretation. Behaviour Research and

Therapy, 43(6), 779–797. https://doi.org/10.1016/j.brat.2004.06.007
Zeedyk, M. S., Gallacher, J., Henderson, M., Hope, G., Husband, B., & Lindsay, K. (2003). Negotiating the transition from primary to secondary school:

Perceptions of pupils, parents and teachers. School Psychology International, 24(1), 67–79. https://doi.org/10.1177/0143034303024001010
Zisook, S., Lesser, I., Stewart, J. W., Wisniewski, S. R., Balasubramani, G. K., Fava, M., Gilmer, W. S., Dresselhaus, T. R., Thase, M. E., Nierenberg, A. A.,

Trivedi, M. H., & Rush, A. J. (2007). Effect of age at onset on the course of major depressive disorder. American Journal of Psychiatry, 164(10),
1539–1546. https://doi.org/10.1176/appi.ajp.2007.06101757

SUPPORTING INFORMATION
Additional supporting information can be found online in the Supporting Information section at the end of this article.

How to cite this article: Grocott, B., Battaglini, A. M., Jopling, E., Tracy, A., Rnic, K., Sanchez‐Lopez, A., &
LeMoult, J. (2023). Do markers of daily affect mediate associations between interpretation bias and depressive
symptoms? A longitudinal study of early adolescents. Journal of Adolescence, 1–13. https://doi.org/10.1002/jad.12231

JOURNAL OF ADOLESCENCE | 13

 10959254, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jad.12231 by U

bc O
kanagan L

ibrary, W
iley O

nline L
ibrary on [19/09/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1037//0022-3514.54.6.1063
https://doi.org/10.1097/00005053-198012000-00005
https://doi.org/10.1037//0022-3514.75.6.1559
https://doi.org/10.1037/0021-843X.115.1.103
https://www.who.int/news-room/fact-sheets/detail/depression
https://doi.org/10.1007/978-3-031-23650-1_3
https://doi.org/10.1016/j.jad.2012.06.028
https://doi.org/10.1016/j.brat.2004.06.007
https://doi.org/10.1177/0143034303024001010
https://doi.org/10.1176/appi.ajp.2007.06101757
https://doi.org/10.1002/jad.12231

	Do markers of daily affect mediate associations between interpretation bias and depressive symptoms? A longitudinal study of early adolescents
	1 INTRODUCTION
	2 MATERIALS AND METHODS
	2.1 Participants
	2.2 Procedure

	3 MEASURES
	3.1 Interpretation bias
	3.2 Markers of daily affect
	3.3 Depressive symptoms
	3.4 Statistical analyses

	4 RESULTS
	4.1 Preliminary analyses
	4.2 Main analyses

	5 DISCUSSION
	6 LIMITATIONS
	7 CONCLUSIONS
	ACKNOWLEDGMENTS
	DATA AVAILABILITY STATEMENT
	ORCID
	REFERENCES
	SUPPORTING INFORMATION




